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Abstract: Many works have been done for privacy-preserving matching protocols. Most of them obtain one-to-one privacy-preserving matching. However, when we consider forming a group of people or objects by their similarity, matching can be applied to problems using many data, such as recommendation systems and a lot of similar communities. In this paper, we consider the characteristics of each user as a vector. We obtain the similarity by securely computing the inner product of vectors. Also, we define a group’s characteristics by the members’ average characteristics. We propose a privacy-preserving group matching protocol. We show computation cost of the proposed protocol and show simulation results.
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1. Introduction

Many works have been done for privacy-preserving matching protocols. The private matching protocol begins with Freedman et al proposing the Private Set Intersection (PSI) protocol [1]. PSI is realized using additive homomorphic encryption and Oblivious Polynomial Evaluation (OPE). Zhu et al. proposed Blind Vector Transforming (BVT) which makes a set corresponds to a vector [2]. In addition, Kim et al. proposed Map To Prime (MTP) which converts each element of a set to a prime number [3]. In these researches, they protect the user’s private information by converting the user’s profile into a vector or prime number so as to execute the protocol without directly handling the user’s profile.

Most of them assume one-to-one privacy-preserving matching. In this paper, we propose a privacy-preserving matching protocol that forms multiple people as a group. When we consider forming a group of people or objects by their similarity, matching can be applied to problems using many data, such as when there are recommendation systems and a lot of similar communities. In this paper, we consider the characteristics of each user as a vector. We obtain the similarity by securely computing an inner product of vectors. Also, we define a group’s characteristics by the members’ average characteristics. We propose a privacy-preserving group matching protocol. We show computation cost of the proposed protocol and show simulation results.

2. Definition

2.1. Notation

The notations are used in this paper is as follows.
Set of users : \( I = \{i_1, i_2, ..., i_n\} \)
Characteristics of user : \( r_j = (C_{(j,1)}, C_{(j,2)}, ..., C_{(j,p)}) \) (\( 0 \leq C_{(j,p)} \leq 100 \))
The characteristic norm of user \( i_j \): \[ ||r_j|| = \sqrt{C^2_{(j,1)} + \cdots + C^2_{(j,p)}} \]

Tentative groups: \( g = \{ g_1, g_2, \ldots, g_a \} \)

Final groups: \( c = \{ c_1, c_2, \ldots, c_b \} \)

Threshold of similarity: \( \nu \)

Security parameter: \( \ell \)

### 2.2. Degree of Similarity

The following formula defines the degree of similarity between user \( i_j \) and \( i_k \). The degree of similarity is multiplied by a large constant and rounded off to an integer value. In general, the inner product is used to evaluate the similarity between items to recommend goods [4].

The similarity between groups is obtained by a similar calculation using the average value of the characteristics of users belonging to the group.

\[
s(i_j, i_k) = \frac{\sum_{m=1}^{p} C_{(j,m)} C_{(k,m)}}{\sqrt{C^2_{(j,1)} + \cdots + C^2_{(j,p)}} \sqrt{C^2_{(k,1)} + \cdots + C^2_{(k,p)}}}
\]

(1)

### 2.3. Encryption Scheme

In this paper, we use an encryption scheme that satisfies additive homomorphic[5]. \( E(x) \) is the value obtained by encrypting \( x \). Also, the public key and secret key are generated by the server. The server compares the degree of similarity.

### 2.4. Semi-Honest Model

Throughout this paper, we assume that the players are semi-honest. All players take actions in accordance with the protocol, but try to obtain another player’s secret data. However, the personal characteristics must be disclosed among the members of each group. It is assumed that all communication is secure. Also assume the server is semi-honest to prevent collusion with malicious users.

### 3. Proposed Protocol

#### 3.1. Preparation

Gonda et al. proposed a method to compare the magnitude relation of the two numbers while keeping them secret [6]. They use the fact that the computation result \( X-Y \) of the two numbers \( X \), \( Y \) becomes a negative number on the finite field when \( X < Y \). In addition since the value \( X-Y \) is camouflaged by the random numbers \( \alpha \) and \( \beta \) no one knows the value \( X-Y \).

The bit length of modulus \( N \) is defined \( t_N \). The bit lengths of random numbers \( \alpha \) and \( \beta \) are denoted \( t_\alpha \) and \( t_\beta \) respectively. The bit length of \( n + \ell \) is denoted \( t' \).

#### 3.2. Comparison Protocol of Threshold and Similarity

Gonda et al. proposed a protocol to compare the number of matches in vectors [6]. In this paper we use this protocol as a subroutine. Suppose, \( B \) obtains an encrypted value from \( A \) and computes similarity \( E(s(A,B)) \) in advance.

1. \( B \) generates random numbers \( \alpha_B \) of \( t_\alpha \) bits and \( \beta_B \) of \( t_\beta \) bits.
2. \( B \) computes \( E(\alpha_B \cdot (s(A,B) - \nu) + \beta_B) \) to compare the similarity value and the threshold value while keeping it encrypted. This result is sent to the server.
3. The server receives \( E(\alpha_B \cdot (s(A,B) - \nu) + \beta_B) \) sent from \( B \). The server decrypts it to obtain \( \alpha_B \cdot (s(A,B) - \nu)+\)
\[ \beta_b. \] The server verifies the bit length. If the result \( t_N \) bit, the server sends false to B otherwise sends true to B.

The result is determined by the bit length, so \( s(A,B) \) is never known to anyone.

### 3.3. Comparison Protocol of Similarities

In 3.2, we compared the threshold and the similarity. It is possible to compare similarities between each users by a similar procedure. C obtains encrypted values from A and B, and computes each the similarities \( E(s(A,C)) \) and \( E(s(B,C)) \) in advance.

1. C generates random numbers \( \alpha_c \) of \( t_a \) bits and \( \beta_c \) of \( t_b \) bits.
2. C computes \( E(\alpha_c \cdot (s(A,C)-s(B,C)) + \beta_c) \) to compare the similarity values while keeping the similarity values encrypted. This result is sent to the server.
3. The server receives \( E(\alpha_c \cdot (s(A,C)-s(B,C)) + \beta_c) \) sent from C. The server decrypts it to obtain \( \alpha_c \cdot (s(A,C)-s(B,C)) + \beta_c \). The server verifies the bit length. If the result \( t_b \) bit, the server sends false to C otherwise sends true to C. True means that \( s(A,C) \) is larger than \( s(B,C) \). False means that \( s(B,C) \) is larger than \( s(A,C) \).

The result is determined by the bit length, so \( s(A,C) \) and \( s(B,C) \) are never known to anyone.

Property 1[6]. The protocol correctly outputs the result when the bit length of each parameter satisfies the following conditions.

\[
\begin{align*}
& t_a \cdot t^f + t_b < t_N - 1 \\
& t_a > t_b
\end{align*}
\] (2)

### 3.4. Our Main Protocol

1. Each user \( i_n \) computes \( ||r_i|| \). Let \( a \) be the number of tentative groups. Initially, set \( a = 1 \).
2. Let a new tentative group \( g_a = \{i_k\} \) \((k \) is the minimum index of the user who does not belong to any tentative group. \). User \( i_k \) computes \( E(C_{(k,1)}/||r_k||), \ldots, E(C_{(k,p*)}/||r_k||)\) and sends them to the users who do not belong to any tentative group. Note that \( C_{(k,p*)}/||r_k|| \) are integer values.
3. User \( i_m \) computes \( E(C_{(l,1)}/||r_l||) \times E(C_{(m,1)}/||r_m||) + \ldots + E(C_{(l,p*)}/||r_l||) \times E(C_{(m,p*)}/||r_m||) \) using the homomorphism of the encryption scheme. This result is \( E(s(i_k,i_m)) \).
4. \( i_m \) compares the similarity and the threshold \( v \) using the algorithm in 3.2
5. If the similarity is more than the threshold \( v \), \( i_m \) belongs to the tentative group \( g_a \).
6. The tentative group \( g_a \) updates the average value of the characteristics. Set it the representative value of the group.
7. If all users do not belong to some tentative group, then set \( a = a + 1 \) and return to step 2.
8. The \( b \) tentaive groups \( g_1, \ldots, g_b \) obtained in steps 1 to 7 are denoted \( c_1, \ldots, c_b \).
9. Repeat the following step 10-15 from \( q = b + 1 \) to \( q = a \).
10. Each group \( c_i \in \{c_1, \ldots, c_b\} \) computes \( ||r_i|| \) as in step1.
11. Group \( c_i \in \{c_1, \ldots, c_b\} \) computes \( E(C_{(i,1)}/||r_i||), \ldots, E(C_{(i,p*)}/||r_i||)\) and sends them to the users who do not belong to any tentative group.
12. Group \( g_q \) computes \( E(C_{(i,1)}/||r_i||) \times E(C_{(q,1)}/||r_q||) + \ldots + E(C_{(i,p*)}/||r_i||) \times E(C_{(q,p*)}/||r_q||) \). This result is \( E(s(c_i,g_q)) \).
13. \( g_q \) finds the group with the highest similarity from \( s(c_1,g_q), \ldots, s(c_b,g_q) \) by repeatedly using the algorithm of 3.3.
14. \( g_q \) belongs to the group \( c_i \) having the highest similarity.
15. \( c_b \) updates the average value of the characteristics.
4. Discussion

In this section, we evaluate the proposed protocol using simulation. The simulation was made in C language. Set the number of users \( n = 100 \). Set the dimension of the user's characteristics \( p = 10 \). Also, the characteristics of each user are generated by random numbers. We show the average result of 1000 executions each with changing the threshold from 0.85 to 0.95 and the group number from 3 to 7.

<table>
<thead>
<tr>
<th>Table 1. Average Tentative Group Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold</td>
</tr>
<tr>
<td>Tentative group number</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Average Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold</td>
</tr>
<tr>
<td>Final group number b=3</td>
</tr>
<tr>
<td>Final group number b=4</td>
</tr>
<tr>
<td>Final group number b=5</td>
</tr>
<tr>
<td>Final group number b=6</td>
</tr>
<tr>
<td>Final group number b=7</td>
</tr>
</tbody>
</table>

Table 1 shows the average of the number of tentative groups. It can be seen that the tentative group number increases with the threshold value. Table 2 shows the average variance of the final groups. From Table 2, it can be seen that the average variance value decreases as the final group number increases. Also, it can be seen that the average variance increases slightly as the threshold increases.

First, we consider the computation cost. The proposed protocol performs matching in two stages. The first stage depends on the number of users. In the worst case that all tentative groups consist of one person, the computation cost is \( O(n^2) \). For the second stage, computation cost is determined by the number of tentative groups. Each tentative group computes the similarity value with each final group. The computation cost is \( O(n) \). Thus, it is better to have fewer tentative groups, since the amount of computation cost can be reduced by decreasing the number of tentative groups. However, if the threshold is set too small, the average variance becomes large. It is necessary to set the threshold appropriately.

Second, we consider the relationship between the threshold and average variance. In the simulation results, the average variance is the lowest for the cases when the number of in the final groups is 4-7 if the threshold value is 0.87. Therefore, it is necessary to appropriately set the threshold in order to reduce the average variance. Random networks often become scale-free networks, thus randomly-generated users’ similarity (and users’ similarity in the real world) can be modeled as a scale-free network[7]. The scale-free networks have a structure in which similar users are formed as clusters and the connections between clusters are sparse. Therefore, we consider that it is better to merge groups of moderate sizes than merging groups whose sizes are too small. Thus, if the threshold is too large, the variance of the final groups becomes large. On the other hand, if the threshold is too small, tentative groups consist of not so similar users, thus the variance increases. Thus the threshold value must be set appropriately. In the simulation results, when the threshold value was 0.86-0.87, the average variance was the minimum value in each of the final groups 3-7.

5. Conclusion

In this paper, we considered the user’s average characteristics as group characteristics and proposed a privacy-preserving group matching protocol. We showed that computation cost of the propose protocol is \( O(n^2) \). We then showed the relationship between the threshold value, the number of tentative groups and
the average variance using simulation. The threshold value was 0.86-0.87, the average variance was the minimum value in each of the final groups 3-7. Therefore, it is necessary to appropriately set the threshold in order to reduce the average variance.

Future challenges is the propose of the protocol that is reduced computation cost, and the method of a better similarity evaluation.
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