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Abstract—Various web services use a technology that sends
messages from the server to the client asynchronously without
the user’s operation. However, web service companies and OSSs
use different mechanisms to realize the technology. We define the
requirements for this mechanism, survey related technologies,
and devise a generic architecture to realize this mechanism
with using open technologies as much as possible. As a result,
the requirements can be met by using the message delivery
mechanism of RFC 8030 as a basis and adding original extensions
such as message deduplication and pub/sub.

Index Terms—Server Push, Web Push, Push Notification,
Pub/Sub Messaging, Exactly-once delivery

I. INTRODUCTION

A. Server Push

In Web services, there are two patterns in which the server
passes the processing results to a client. The first is a general
pattern in which the server that received an HTTP request
sent by a client executes all the processing synchronously and
returns the results as a response, as shown in Fig.1(a).

The second is a pattern with asynchronous processing as
shown in Fig.1 (b). The server that receives an HTTP request
from a client executes some processing and returns a response.
The server executes the rest of the processing asynchronously
with the request and sends the result to the client in some way.
Since this pattern seems to push messages from the server, it
is called a server push [1]–[4].

In a simple Web service, all data can be exchanged by
a request and a response in the first pattern. However, web

Fig. 1. Web service communication flow.

services that provide an excellent UX may update the in-
formation to be displayed asynchronously with the user’s
operations. For example, SNS services display messages newly
posted by other users without the user’s operation. Services
that take a long time to perform processing such as file
compression/decompression and file format conversion may
get processing results asynchronously from the viewpoint of
UX and implementations.

B. Per-Resource Server Push

There are various technologies and architectures to realize
a server push. The implementation methods vary from service
to service. RFC 8030 - Generic Event Delivery Using HTTP
Push [5] (hereafter referred to as RFC 8030) and the Push
API [6] provide a standard server push mechanism in web
browsers. This mechanism builds a general-purpose server
push route between a user’s Web browser and the Web server.
Web services can freely send messages to the browser using
this route. For example, a news site wants to send a desktop
notification to all users when new news is posted. It can use
this mechanism to send a message to all users. However, when
the information displayed on the screen that a user is currently
viewing an SNS is updated in the server, there is no mechanism
to deliver the new information by server push only to the users
who need it. In this paper, the mechanism for realizing such
a request is called a per-resource server push.

C. Contribution of This Paper

When a server push is required for a Web service, each
company is currently developing its mechanism to realize
it. Though there are some Open Source Softwares such as
Socket.IO [7], [8], Gotify [9], Plasma [10] that can easily
realize a server push, the mechanisms are not united. As
mentioned above, RFC 8030 and Push API provide a general-
purpose mechanism for realizing a server push in the browser,
however there is no standard mechanism for realizing a per-
resource server push.

First, this paper summarizes the requirements necessary to
realize a general-purpose per-resource server push. Next, we
investigate the technologies and existing works required to
meet the requirements. Finally, we propose a new mechanism
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that combines them to realize a general-purpose per-resource
server push. A server push is also used in mobile devices
other than Web browsers. Since mobile devices often have a
mechanism unique to each vendor, this research targets only
Web browsers.

II. REQUIREMENTS OF PER-RESOURCE SERVER PUSH

This section clarifies the requirements of the per-resource
server push and describes the reason of the each requirement.

The following four requirements can be considered to
realize the per-resource server push.

1) Asynchronous message delivery
2) Exactly-once message delivery
3) Scale-out design
4) Mechanism like pub/sub

The first three are the requirements for a simple server push,
and the fourth is a unique requirement for the per-resource
server push.

A. Asynchronous Message Delivery

The value of asynchronous message delivery has already
been explained in Section 1 as the demand for a server push,
so it is omitted here.

B. Exactly-Once Message Delivery

The client does not want to process the same message
over and over again. For example, if the received message is
displayed as it is as a desktop notification, the same message
will be displayed many times. Also, if the client sends a
request to the server based on the message, it is wasteful
that the client sends many requests. Even more problematic
is the case where the message is lost in transit for some
reason and the client cannot receive the message. Therefore,
it is necessary to have a mechanism in which the message is
always delivered and the client receives the message only once
without duplication.

C. Scale-Out Design

Scalability is very important for Web services, so the server
is usually designed to be able to be scaled out. Similarly, the
per-resource server push mechanism needs to be designed to
scale out.

D. Mechanism Like Pub/Sub

In the per-resource server push, when the state of the
resource existing on the server changes, it is necessary to
notify the clients that need it. For that purpose, it is necessary
to have a mechanism to manage which client needs which
resource state transition information, and a mechanism to
communicate this information to the necessary clients when
a resource state transition occurs. For example, consider a
situation in which clients A and B want to receive a message
when there is a change in the inventory quantity of product X
on an EC site. At this time, A and B tell the server to send
a message if there is a change in X. This process is called
a subscribe. If there is a change in X, the server will send a

message to all clients currently subscribing to X. This makes
it possible to deliver a message to the clients who need the
message. Such a mechanism is generally called pub/sub [11],
[12].

III. SERVER PUSH RELATED TECHNOLOGY

We introduce the following six technologies that may be
used to realize a server push.

1) Polling
2) Long polling [13]
3) Server-sent events [14]
4) WebSocket [15]–[17]
5) Socket.IO [7], [8]
6) RFC 8030 [5]

A. Polling

As shown in Fig.2(a), polling is a technique that continues
sending messages to the server intermittently to check for new
messages. Polling has the feature that a response is returned
immediately with or without a message.

B. Long Polling

Long polling is a technique similar to polling as shown in
Fig.2(b). Unlike polling, long polling has the feature that the
server does not return a response and keeps the session open
until a new message occurs.

C. Server-Sent Events

Server-sent events is a mechanism that enables streaming
communication via HTTP as shown in Fig.2(c). Polling and
long polling can return only one response to a request. Server-
sent events do not close the session after returning a response,
so multiple responses can be returned. Server-sent events have
higher real-time performance and less overhead than long
polling.

D. WebSocket

WebSocket is a protocol that provides bidirectional com-
munication and is located on the same layer as HTTP. Unlike
HTTP, WebSocket is made on the premise of bidirectional
communication, so it is relatively easy to send messages from
the server. WebSocket continues to use the same session once
established like Server-sent events.

E. Socket.IO

Socket.IO is a mechanism that provides a message delivery
called pub/sub or event-driven messaging. Socket.IO is one
layer above HTTP and WebSocket. When a message is added
to an event, Socket.IO delivers the message to all clients
listening for the event via WebSocket or long polling.

 20 



Fig. 2. Process flow of each technology.

F. RFC 8030

RFC 8030 is a general-purpose server push mechanism that
can be used in Web browsers and mobile terminals. RFC
8030 defines the behavior required for a server push, such as
creating, managing, and deleting messages and delivery routes.
Since RFC 8030 is expected to be also used on mobile devices,
it includes specifications for reducing power consumption and
communication capacity. However, since mobile devices are
not covered in this study, these explanations are omitted. The
JavaScript API and Service Worker [18] extensions required
to use RFC 8030 from a Web browser are defined in the Push
API.

The features of RFC 8030 are that (1) it provides an inde-
pendent service that is responsible for retaining and delivering
messages, and (2) it retains messages without deleting them
until the delivery of the message is confirmed. Fig.3 shows
the general flow of a server push using RFC 8030 and Push
API.

The outline of the terms shown in Fig.3 is described below.

• Web Page: JavaScript running on the Web Page that a
user is viewing. It operates independently for each tab.

• Service Worker: A JavaScript worker process that is
shared between tabs and runs in the background. Al-
though it has various uses, it has the role of passing the
messages passed by the User Agent to the Web Page in
the Push API.

• User Agent: Web browser
• Push Service: A service responsible for managing Push

Subscriptions and storing and delivering messages.
• Application Server: Web service’s API server.
• Push Subscription: Communication route identifier for

sending messages.

The processing flow of RFC 8030 and Push API is as follows.

1) A Web Page requests the Push Service to create a Push
Subscription via the User Agent. The Web Page gets the
created Push Subscription identifier as a return value.

2) The Web Page registers the Push Subscription to the
Application Server.

3) When the Application Server wants to send a message to
the Web Page, The Application Server sends the message
to the Push Service using the Push Subscription.

4) The Push Service sends the message to the User Agent.
5) The User Agent invokes a PushEvent to convey the

received message to the Service Worker. PushEvent is an
event that sends data from the User Agent to the Service
Worker.

6) The Service Worker sends the received message to the
Web Page with MessageEvent as needed. MessageEvent
is an event that sends data from the Service Worker to
the Web Page.

7) When all PushEvent invokes are complete, the User
Agent informs the Push Service that the message has
been received. Then the Push Service deletes the mes-
sage.

IV. PROPOSED METHOD

In this section, we first consider what is necessary to meet
each requirement mentioned in Section 2. Next, we select
appropriate technologies and devise solutions for each require-
ment. Finally, we summarize the architecture for realizing the
per-resource server push.

A. Solution for Each Requirement

1) Asynchronous Message Delivery: This requirement is so
simple that any of the technologies introduced in Section 3 can
achieve it. Technologies other than Socket.IO and RFC 8030
are just setting single message delivery route, then there is
no mechanism to distribute messages generated in a server to
appropriate delivery routes. Therefore, if we use technologies
other than Socket.IO and RFC 8030, we need to develop this
mechanism.

2) Exactly-Once Message Delivery: There are some cases
to consider when implementing an exactly-once communica-
tion over the network. It is the case where a message is lost on
the network in transit, or a server and a client are temporarily
disconnected and messages cannot be delivered.

For example, even with technologies such as Server-sent
events, WebSocket, and Socket.IO that keep a session, the
session may be disconnected for some reason. Also, in the
case of a rolling update of a server, a session is forcibly
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Fig. 3. Communication flow of RFC 8030 and Push API.

disconnected. At this time, if no measures are taken, the
messages generated during the rolling update are lost. Besides
the above cases, communication over the network can fail at
any time. So a mechanism is required for a server to resend
the message when a client fails to receive a message.

A server alone cannot determine whether a client has
received a message. Therefore, in order to realize an exactly-
once message delivery, a mechanism such as a read manage-
ment is required to notify the server that a client has received
a message. If a server resends a message, a client can receive
the message, however the message may be duplicated.

It is difficult to prevent message duplication with a server
alone. Therefore, a server guarantees delivery at least once and
each client removes duplication. For deduplication, a server
assigns an identifier to each message and a client retains the
identifier of the received messages. The client ignores the
newly received message if the message’s identifier is known.
This allows a pseudo exactly once message delivery. If a client
wants to completely deduplication, the client needs to retain
all identifiers, however it puts pressure on a storage capacity.
In reality, the client will either limit the number of identifiers
or set an expiration time.

A server cannot delete a message until a client receives the
message, so if the client disconnect process is not performed
correctly, the number of messages will continue to increase
on the server. In order to solve this problem, a mechanism is
required to set an expiration time for each message and delete
expired messages on the server.

The elements necessary to achieve this requirement are
summarized below.

(1) Message management (retention, read management, re-
send, expiration time)

(2) Message deduplication on the client
(3) Mapping a client and a message

Among the technologies introduced in Section 3, RFC 8030
supports (1) and (3), so the cost of achieving this requirement
is the lowest. RFC 8030 does not support (2), however it is
relatively easy to implement.

3) Scale-Out Design: Server-sent event, WebSocket,
Socket.IO continue to use an established session. However,
when the per-resource server push scale out a message delivery
server, the per-resource server push needs to disconnect and
reconnect a session to rebalance. A mechanism for managing
messages as described in 4.A.2 is required so that messages
are not lost during a session disconnection. Therefore, RFC
8030 is still the best choice for this requirement.

In addition, the per-resource server push needs to be able
to scale out the storage that retains messages. In RFC 8030,
the Push Service retains messages. Currently, the Push Service
is fixed for each browser, and each browser vendor develops
and operates this service. Therefore, the scalability of message
delivery is not considered in this paper.

4) Mechanism Like Pub/Sub: In the technology introduced
in Section 3, only Socket.IO supports pub/sub. If we just
want to support pub/sub, using Socket.IO is the lowest cost
solution. However, since Socket.IO does not have a message
management mechanism, the cost of realizing the requirements
of 4.A.2 and 4.A.3 is high. Therefore, this requirement is
considered to be based on RFC 8030, which has a low
implementation cost for requirements of 4.A.2 and 4.A.3.

In order to realize a pub/sub on RFC 8030, it is necessary
to have a mechanism in which a server retains a resource-
client mapping and a client updates the mapping. The client
specifically means the tab displaying a web page. The per-
resource server push needs to be able to pub/sub resources
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for each tab. A tab needs to unsubscribe its resources when
it is closed. However, the termination process is not always
executed normally, then the subscription is not terminated. As
a countermeasure, a server sets an expiration time for each
tab-resource mapping. A client needs to update the expiration
time at regular intervals.

Since multiple tabs subscribe to multiple resources in one
Web Page, the Application Server needs to distinguish between
them when delivering messages. However, the Push API has a
limit of one Push Subscription per Service Worker. Basically,
one Service Worker is created in one origin (origin is a
combination of URL scheme, host, and port) and shared
between tabs. Therefore, one Push Subscription is shared by
multiple tabs and multiple resources. To be precise, a Service
Worker is linked to one origin and an URL path, so we can
create multiple Service Workers and Push Subscriptions in the
same origin. However, it is not realistic because the life cycle
of a Service Workers becomes complicated.

When a Service Worker receives a message, it sends the
message to all related tabs. Therefore, if one Push Subscription
is shared by multiple tabs and multiple resources, a tab will
receive the other tab’s messages. The server needs to include
a tab identifier and a resource identifier in each message
so that each tab can only process messages it needs. A
resource identifier is prepared independently by each service.
For example, a combination of a relational database’s table
name and its primary key can be used as a resource identifier.
A tab identifier is generated by each tab. A tab also sends the
tab’s identifier to the server when it changes the subscribed
resources. This makes it possible to build a mechanism for
independently resource subscribing and message receiving for
each tab.

B. Architecture

The elements required to realize each requirement are
summarized as follows. The unique elements of this paper
are underlined.

1) Asynchronous message delivery
2) Message management (retention, read management, re-

send, expiration time)
3) Mapping a client and a message
4) Message management server scalability
5) Exactly-once message delivery
6) pub/sub resources for each tab

Among the technologies introduced in Section 3, RFC 8030
covers most of the above elements. In this paper, we select
RFC 8030 as the base technology for the per-resource server
push.

The role of RFC 8030 on the per-resource server push is to
deliver messages from an Application Server to a User Agent
asynchronously at least once. The per-resource server push
requires exactly-once, however RFC 8030 can only guarantee
at-least-once. As a solution, an Application Server assigns an
identifier to each message as described in 4.A.2, and a Web
Page performs deduplication based on the message identifier.

This makes it possible to realize a pseudo exactly-once on
RFC 8030.

RFC 8030 cannot determine which tab subscribes to which
resource. In order to pub/sub resources for each tab, it is
necessary to assign an identifier to each tab and resource as
described in 4.A.4 and build a mechanism to realize pub/sub
using assigned identifiers.

The data structures and processing flows based on the
requirements are described below. The unique elements of this
paper are underlined.

Message format for delivery.
• Message identifier
• Tab identifier
• Resource identifier
• Arbitrary data(Body)
Mapping of Web Page and resource retained by Application

Server.
• Tab identifier
• Push Subscription identifier
• Resource identifier
• Expiration time
Resource subscription flow.
1) Web Page prepares a Push Subscription and registers to

an Application Server
2) Web Page generates a tab identifier
3) Web Page updates subscription resources

• Web Page sends the tab identifier together
4) After that, Web Page updates subscription resources as

needed
• To renew an expiration time
• To change subscription resources

Message sending and receiving flow.
1) Application Server sends a message to a Push Service
2) Service Worker receives the message from the Push

Service and delivers the message to a Web Page with
MessageEvent.

3) Web Page processes a received message if the message’s
tab identifier is its own identifier and the message
identifier does not match the one that was received in
the past.

In this way, the per-resource server push can be realized
by adding a mechanism to realize ”exactly-once message
delivery” and ”pub/sub resources for each tab” to RFC 8030.

V. CONCLUSION

In this paper, we first described the demand for the per-
resource server push and considered the requirements for
realizing it. Next, we introduced the technologies that may be
used to realize the per-resource server push, and we selected
appropriate technologies to realize each requirement from
them. As a result, we found that RFC 8030 supports the most
requirements of among related technologies. Then, we have
shown that by adding some extensions to RFC 8030, it is
possible to realize a general-purpose per-resource server push
that combines scalability, exactly-once, and pub/sub.
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As a future prospect, we will implement a prototype and
Software Development Kit (hereinafter referred to as SDK).
This research is still in the theoretical stage and its practicality
has not been verified. It is necessary to implement the mecha-
nism proposed in this research and verify its practicality. Also,
the proposed mechanism is complicated and difficult to use,
so it will not directly used. We plan to provide an SDK that
hides complexity and makes it easier to use.
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