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Abstract. The relationship of three cryptographic channels, secure channels (SC),
anonymous channels (AC) and direction-indeterminable channels (DIC), was in-
vestigated by Okamoto. He showed that the three cryptographic channels are re-
ducible to each other, but did not consider communication schedules clearly as
well as composable security. This paper refines the relationship of the three chan-
nels in the light of communication schedules and composable security. We model
parties by the task-probabilistic ingattput automata (PIOA) to treat commu-
nication schedules, and adopt the universally composable (UC) framework by
Canetti to treat composable security. We show that a class of anonymous chan-
nels, two-anonymous channels (2AC), and DIC are reducible to each other under
any schedule and that DIC and SC are reducible to each other under some types
of schedules, in the UC framework with the PIOA model.
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1 Introduction

One of the most important results in cryptography is the relationship armomgpu-
tational cryptographic assumptions. For example, several of the most important cryp-
tographic primitives such as pseudo-random generators, secure bit-commitment, and
secure signature schemes have been proven to exist if and only if one-way functions
exist [8-11, 13].

Apart from thecomputationalassumptions made in the above-mentioned works,
somephysicalor unconditionally securassumptions and primitives, which rely on
no computational conditigassumption, are known to be essential in unconditionally
secure (or information theoretically) cryptography. For example, unconditionally secure
multi-party protocols can be constructed assunsiegure channelfd, 7].

The relationship of sucphysical(unconditionally secure) assumptions for channels
has been studied by [12]. The paper shows that three physical assumptions about chan-
nels are equivalent (or reducible to each other). Here, the three physical assumptions are
the existence of the anonymous channel(AC), direction-indeterminable channel(DIC),
and secure channel(SC).



However, paper [12] did not consider communication schedules clearly as well as
composable security, although the communication schedule like synchronous or asyn-
chronous communication is critical in the reductions of the three channels, and compos-
able security is crucial for channels since channels are always lower level components
of systems and applications.

In this paper, we refine the relationship of the three channels in the light of commu-
nication schedules and composable security.

This paper adopts the universally composable (UC) framework by Canetti [2] to
treat composable security, since UC is the most powerful and well-studied framework
for composable security and is flexible enough to cover the security of physical (uncon-
ditionally secure) primitives like channels.

Although parties are usually modeled by interactive Turing machines (ITMs) in the
standard settings in cryptography including the UC framework [2], this paper models
parties by not ITMs but by task-probabilistic inpaitput automata (PIOA) [3—6] to
treat communication schedules. This is because: ITMs cannot treat flexible communi-
cation schedules like various types of asynchronous and nondeterministic schedules,
but task PIOA is one of the most powerful models to treat a variety of communication
schedules. The master schedule in task PIOA can control timing of activation among
party with flexible schedule.

This paper shows that a class of anonymous channels, two-anonymous channels
(2AC), and DIC are reducible to each other under any schedule in the UC framework
with the PIOA model. We also show that DIC and SC are reducible to each other under
some types of schedules in the UC framework with the PIOA model.

2 Preliminaries

This section introduces the basic notion of (task) Probabilistic j@uiput Automata
(PIOA) and security notion of Universally Composability(UC). (See papers [6] and [2]
for PIOA and UC, respectively, if you need more details.)

2.1 (Task) Probabilistic I/O Automata

We recall the basic definitions of PIOA and task-PIOA from [3, 4, 6].

Definition 1. [Probabilistic 1/O Automaton (PIOA)] LetQ,q, I, O, H and D be,
respectively, a countable set of states, a start state (satisiiyin@), a countable set of
input actions, a countable set of output actions, a countable set of internal actions and
a transition relation satisfying B Q x (I U O U H) x Disc(Q), where Dis€Q) is the

set of discrete probability measures on Q. Let PiPAe the tuple ofQ,q, |, O, H, D).

Definition 2. [Task Probabilistic /O Automaton (Task PIOA)] LetT = (P, R) be

a task-PIOA , where® = (Q,G,1,0, H, D) is a PIOA (satisfying the transition deter-
minism and input enabling properties), afds an equivalence relation on the locally-
controlled actions L= OU H.



Execution Fragment and Trace Letq anda fori € {0,1,2,---} be states and
actions, respectively. We consider that an execution fragment of task-PI@Ahe
following infinite or finite sequence = qeaiq1a;.... If the sequencer is a finite
sequence, the last statemfs denoted by Istf). If « is a finite sequence with Ist] =
i1, for each ¢, ai, 1, i 1) there exists a transitiomji( a1, ) € D with gi;1 € Suppf),
where suppf) is a support of:. If there exists an execution fragmenof an automaton
P, we denote byrace(e) the input and output (external actions) sequence obtained from
.

In this paper, we formally model partid,,--- , P, in a protocol by task-PIOA
Ti1,---, Th. Each partyP; has a local schedulex for the task-PIOAT;. There exists a
master scheduldvl for all parties,Py, - - - , P, in @ protocol.

Definition 3. [Local Scheduler] LetT be a closed task-PIOA for a party P. A local
schedulerp, for T is defined to be a finite or infinite sequence of tagks;,t--; i.e.,

p = 11,1, ---. p specifies the executing order of tasks in T. (We often omit the explicit
description of in the specification of a task-PIOAdfis trivial from the specification.)

Definition 4. [Master Scheduler] A master scheduler, M, is defined to be a finite or
infinite sequence of party identifiers, ib, - - - ; i.e., M =iy, i»,---. M grobally specifies
the executing order of tasks in a protocol ofy(P -, P,) with preserving the local
schedulings of all parties.

For example, lep; of party i be t;,ti2,--- (i =1,2,3),and M=1,2,2,2,3,1,1,3.
Then the grobal executing order of taskig toq, too, t23, ta1, t12, t13, tao.

The master schedule is not under the control of adversary although the local sched-
ule is under the control of adversary. In other words, the adversary can not to intervene
the master schedule, but he can encumber the local schedule.

2.2 Universal Composability

UC Security Let Eny, Ady, andS imbe an environment, an adversary, and a simulator,
respectively. LeRealdenote the output of environmeBhvwhen interacting with ad-
versaryAdvand partiednit andRecrunning channel protocal. Let Ideal denote the
output of environmenEnv after interacting in the ideal world with simulat&rimand
ideal functionality7 . We say thaRealUC-realizesF, if for any adversanAdve PPT
(probabilistic polynomial time) there exists a simula®ime PPT such that for any
environmenteEnve PPT, ldeals simenv ® Rea) aqvenw Where~ denotes statistically
indistinguishable an&PT denotes a class of polynomial-time bounded machines.
Hereafter, we use the bold style, Real and Ideal, to express systems of the PIOA
notion to distinguish the real and ideal world of UC security. We then use the roman
style also means the task-PIOA to divide the notions between task-PIOA and UC notion.

3 Three Cryptographic Channels and Definitions

3.1 Secure Channel (SC)

A secure channel is a channel such that the initiator (message sender) and the receiver
can safely transmit messages to each other without the content being retrieved by a third



party or adversary. This secure channel consists of three sessions, establish session, data
sending session, and expire session: 1. The establish session creates a session between
the initiator and the receiver to start message sending. 2. The data sending session sends
a message to the receiver safely. 3. The expire session terminates the the existing session
and clears the secret key.

Definition 5. The code for secure channélgc, is defined in Fig._l.)(, where(X €
Init, Reg), means that if X= Init thenX = Recelse if X= RecthenX = Init.)

Code for Secure Channel Functionalitgd-whereX € {Init, Reg and
sidsc = (Init, Reg sidyg).

State: estcongt € {L, T}, initially L, active € {L, T}, initially L, okcondg, € {L, T}, initially L, mese
({0,1}) U {L}, initially L, ntaske ({0, 1}*) U {L}, initially L

Transitions:

— Establish Session:

ESS1l.receivgEstablishsc, sidsc)x Preconditionactive= L, Effect:estcongt := T, If estcongt = T for
all X thenactive:= T.

ESS2.sendSID, sidsc)agv Preconditioractive= T, Effect: none
— Data Sending Session:
DSS1.receivéSend, sidsc, m)x Preconditionactive= T andmes= L, Effect:mes:=m

DSS2.sendSend, sidsc, [M)agy Preconditionactive= T, mes# L, okconggy = L andm := mes Effect:
none

DSS3.receivéResponse, sidsc, 0K)agy Preconditioactive= T andokconggy, = L, Effect: okconghgy :=
T

DSS4.sendReceive, sidsc, megy Precondition:active mes= T andokcondg, # L, Effect: mesand
okcongygy == L

— Expire Session:
EXS1.receivdExpiresc, sidsc)x Preconditionactive# L andmes= L, Effect:ntask:= EXS2

EXS2.sendExpiresc, sidsc)adqy  Preconditionntask= EXS2, Hfect: active ntaskandestcong = L for
all X

Fig. 1. Code for Secure Channel Functionality-F

3.2 Two-anonymous Channel (2AC)

An anonymous channel is one of the three cryptographic channels and is able to send
some messages to the receiver from unknown senders ("anonymously”). The adversary
can know the identity of the receiver and the message content, but cannot know who
sent the message to the receiver. When two senders and a receiver anonymously com-
municate by a channel, we say the channel is a two-anonymous channel. That is, one of
the two senders sends a message to the receiver. Note that two-anonymous channel can
also be used when the receiver and one of the senders is the same process.

Definition 6. The code for two-anonymous chanr@lyc, is defined in Fig. 2.



Code for Two Anonymous Channel FunctionalityaF, where forX € {Init;, Reg and
sidaac = ({Inity, Initz}, Reg sid), ).

State: estcongt € {L, T}, initially L, okcondyg, € {L, T}, initially L, mese ({0,1}) U {1}, initially L,
activee {1, T}, initially 1, ntaske ({0, 1}*) U {.L}, initially L

Transitions:

— Establish Session:

ESS1.receivgEstablish;,c, sidaac)x Preconditionactive = L andntask= L, Effect: estcongt := T If
estcong for all X thenactive:= T.

ESS2.sendSID, sidaac)agy  Preconditionactive= T andntask= ESS2, Hect:ntask:= L
— Data Sending Session:

DSS1.receivgSend, sidzﬂc,m)mni (i € {1,2}) Precondition:active = T, mes= L andntask= L, Effect:
mes:= mandntask:= DSS2

DSS2.sendSend, sidyac, medagy Precondition:okcondg, = L, mes:= mandntask = DSS2, Hfect:
ntask:= DSS3

DSS3.receivéResponse, sidyac, 0Kagy Preconditionntask= DSS3, Hfect: okcondgy = T andntask:=
DSS4

DSS4.sendReceive, sidyac, Me9rec Preconditionntask= DSS4, Hfect: okcondhgy, mesandntask:= L
— Expire Session:
EXS1.receivgExpire;sc, sidaac)x Preconditionactive= T, mesandntask= L, Effect:ntask:= EXS2

EXS2.sendExpire;ac, sidaac)adv  Preconditionintask = EXS2, Hfect: active estcongt andntask:= L
for all X

Fig. 2. Code for Two Anonymous Channel Functionalitya&

3.3 Direction-indeterminable Channel (DIC)

A direction-indeterminable channel is one of the three cryptographic channels and is
able to send some messages to the receiver direction-indeterminably. The adversary can
know the identities of both parties and the transmitted message, but cannot know who
the sender was. That is, the direction of message transmission is indeterminable.

Definition 7. The code for direction-indeterminable chanr&l,c, is defined in Fig. 3.

3.4 Security Definitions

We define the security notion on PIOA considering the synchronous and asynchronous
schedule as follows:

Definition 8. [Perfect Implementation] LetEnv, Realandldeal be an environment
task-PIOA, a real protocol task-PIOA system and an ideal functionality task-PIOA sys-
tem, respectively. Leich be the some (synchronous or asynchronous) schedule. We
say thatReal perfectly implementkleal under some (synchronous or asynchronous)
schedule (oReal < Ideal), if trace(Real|Env) = trace(ldeal||[Env) for every envi-
ronmentEnv under synchronous or asynchronous schedule.

Definition 9. [Perfect Hybrid Implementation] LetHybrid be a real protocol task-
PIOA system with hybrid model. We say thigbrid perfectly hybrid implementsieal
under some (synchronous or asynchronous) scheduleHgb. sgCh- Ideal}), if trace
(Hybrid ||Env) = trace(ldeal||Env) for every environmeriEnv under some (synchronous
or asynchronous) schedule.



Code for Direction-Indeterminable Channel Functionalityick

whereX € {Init, Reg andsidprc = ({Init, Red, sid).).

State: estcongt € {L, T}, initially L, mese ({0,1}) U {1}, initially L, okcondgy, € {L, T}, initially L,
activee {1, T}, initially 1, ntaske ({0, 1}*) U {.L}, initially L

Transitions:

— Establish Session:

ESS1.receivgEstablishpc, sidpic)x Preconditionactive = L andntask= L, Effect: estcongt := T If
estcongt = T for all X thenactive:= T andntask:= ESS2.

ESS2.sendSID, sidpic)agy Preconditionactive= T andntask= ESS2, Hect:ntask:= L
— Data Sending Session:
DSS1.receivéSend, sidprc, m)x Precondition:active = T, mesandntask = L, Effect: mes:= m and

ntask:= DSS2

DSS2.sendSend, sidprc, Magy Precondition:okconggy, = L, mes := m and ntask = DSS2, Hfect:
ntask:= DSS3

DSS3.receivéResponse, sidprc, 0Kagy Preconditionntask= DSS3, Hfect: okcondgy, = T andntask:=
DSS4

DSS4.sendsend, sidprc, megy Preconditionntask= DSS4, Hfect:okcondgy, mesandntask:= L
— Expire Session:

EXS1.receivéExpirepsc, sidpic)x Preconditionactive = T, mes= L andntask= L, Effect: ntask :=
EXS2

EXS2.sendExpireprc, sidprc)agv  Preconditionntask = EXS2, Hfect: active estcongt andntask:= L
for all X

Fig. 3. Code for Direction-Indeterminable Channel FunctionalityicF

4 Equivalence Between DIC and 2AC

In this section, we prove that the direction indeterminable channel (DIC) is equivalent
to the two-anonymous channel (2AC) under any schedule. That is, the task-PIOA of
DIC perfectly implements the task-PIOA of 2AC under any schedule. To prove this,
we show two reductions of DIC to 2AC and 2AC to DIC. Here, we consider the one

bit message exchange, that [is| = 1. Informally, the reduction of DIC to 2AC is
proven as follows: The direction-indeterminable property is made by using two 2AC
functionalities, £, and B,.. Here, the two senders of . are Init and Rec, and the
receiver of B, is Init. Then, the two senders of & are Init and Rec, and the receiver

of F5,c is Rec. When Init sends a message to the receiver Rec, Init sends the message
by F,c and B,.. That is, B, forwards the message to Init an§,f forwards the
message to Rec. The adversary cannot detect the message direction because Init and
Rec receive the same messageansfered by the two 2ACs. The other reduction, 2AC

to DIC, is proven as follows: First, the message sending party, (@mitnit;) sends a
messagen to the other party by DIC. Injtand Init then sendn to the receiver Rec
directly. The adversary cannot detect which is the sender because the message direction
among senders Iniand Init, is indeterminable.

4.1 Reduction of DIC to 2AC

Let 7pic be a protocol of direction-indeterminable channel. We assumeMhat, the
master schedule afpc, is any schedule. Let Injic and Regc be the initiator's code



and receiver's code for a real system, respectively, see Fig.4, Fig.9nitgt and
Reg)c be the initiator's code and receiver’s code for an ideal system, respectively, see
Fig.7 and Fig.8. Finally, let Adyic and Simy,c be the adversary’s code and the simu-
lator's code in Fig.6 and Fig.9, respectively. [R¢al,c andldealpc be a direction-
indeterminable channel protocol system and a direction-indeterminable channel func-
tionality system, respectively, defined as follows:

Reabc := InitpiclReGcllAdVpiclIFaclFaac:
Idealpic = InitpiclIReGclISimpiclIFoic.

Code for Initiator of Direction-Indeterminable Channel, ypit, whereX € {I,R},
wheresidpic = ({Init, Red, sid; ), sidj,. = ({Init, Req, Init, sid} ) andsid},. = ({Init, Req, Reg sidZ ).

State: smesrmese {0, 1}* U {1}, initially L, ntaske ({0, 1}*) U {.L}, initially L, activee {L, T}, initially L
Transitions:
— Establish Session:

ESS1l.in(Establishpic, sidprc)init Preconditionactive ntask= L, Effect:ntask:= ESS2
ESS2.sendEstablish;,c, sid’z‘Ac)rJZ(AC Precondition:ntask = ESS2 (Note that each task for € {I,R}
activates arbitrarily order. Hereafter, we stand by this mannefgcEactive:= T andntask:= L

— Data Sending Session:

DSS1.in(Send, sidpic, Minit  Preconditionactive= T, smesandntask= L, Effect: smes= mandntask:=
DSS2

DSS2.sendSend, sid§AC,m)Fx Preconditionm := smesandntask= DSS2, Hect:ntask:= L
2AC

DSS3.receivgReceive, Sid%m M)z Preconditionactive= T, rmesandntask= L, Effect: If smes= L,
thenrmes:= mandntask:= DSS4. Elsesmes= L andntask:= L

DSS4.out(Receive, sidpic, Minit  Preconditionr := rmesandntask= DSS4, Hrect:rmesandntask:= L

— Expire Session:

EXSL1.in(Expireprc, sidprc)init Preconditionactive= T andntask= L, Effect: ntask:= EXS2

EXS2.sendExpire;c, sid’z‘Ac)r)Z(Ac Preconditionntask= EXS2, Hfect: activeandntask:= L

Fig. 4. Code for Initiator of Direction-Indeterminable Channel, hpit

Taskslnitpic andRegc relay the input messages from the environment to the ideal
functionality task and relay the receive messages from the ideal functionality task to the
environment as interface parties in the ideal system.

Theorem 1. Direction-indeterminable channel protocol syst&aaly,c perfectly hy-

brid implements direction-indeterminable channel functionality sydtealp,c with
respect to adaptive adversary under any master schedule. (A direction-indeterminable
channel is reducible to a two-anonymous channel with respect to adaptive adversary
under any master schedule.)

Let g ande; be discrete probability measures on finite executiorRexdl,c ||Env
and ldealpc||Env, respectively. We prove the Theorem 1 by showing #hadnd e;
satisfy the trace distribution propertydist(ez) = tdist(e;). Here, we define correspon-
denceR between the states Realc||[Env and the states itdealp,c ||Env. We say &,



Code for Receiver of Direction-Indeterminable Channel,drgavheresidprc = ({Init, Red, sidy; ),
sidj,. = ({Init, Reg, Init, sid}} ) andsid},. = ({Init, Red, Re¢ sidf,).

State: smesrmese {0, 1}* U {1}, initially L, ntaske ({0, 1}*) U {.L}, initially L, activee {.L, T}, initially L
Transitions:

— Establish Session:

ESSLl.in(Establishprc, sidprc)rec Preconditionactiveandntask= L, Effect: ntask:= ESS2
ESS2.sendEstablish;c, Sid}Z{Ac)FgAC Preconditionntask= ESS2, Hect:active:= T andntask:= L
— Data Sending Session:

DSS1.in(Send, sidpic, MRrec Preconditionactive= T, smesandntask= 1, Effect: smes= mandntask:=
DSS2

DSS2.sendSend, sid’z‘ﬂc,m)Fx Preconditionm := smesandntask= DSS2, Hect:ntask:= L
2AC

DSS3.receivéReceive, sid,., m),:%A Preconditionactive= T, rmesandntask= L, Effect: If smes= L,
thenrmes:= mandntask:= DSS4. Elsesmes= L andntask:= L.

DSS4.out(Receive, sidpic, N)rec Preconditionr := rmesandntask= DSS4, Hfect:rmes ntask:= L

— Expire Session:

EXSL1.in(Expirepic, sidprc)rec Preconditionactive= T andntask= 1, Effect:ntask:= EXS2

EXS2. sendExpire;ac, Sid)Z(Ac)FéAC Preconditionntask= EXS2, Hfect: activeandntask:= L

Fig. 5. Code for Receiver of Direction-Indeterminable Channel,drec

Code fot Adversary for Direction Indeterminable Channel, AgywhereX € {I,R}, wheresidgAc = ({11, 12}, 11, sidj,)
andsid®,. = ({l1, 12}, 12, sid},.).

State: activee {L, T}, initially 1, ntaske ({0, 1}*) U {L}, initially L, smeg € ({0, 1}) U {.L}, initially L

Transitions:

— Establish Session:

ESS1.receivéSID, sid’z‘“)%AC Preconditionactive= 1, Effectactive:= T

— Data Sending Session:

DSAl. receivéSend, sid%AC, mes)F;z(AC Precondition:active = T, ntask = 1, Effect: smeg := mesand
ntask:= DSS2

DS<2. sendResponse, sid’z‘AC,ok)F)z(Ac Preconditionntask= DSS2, Hfect:ntask:= L

— Expire Session:

EXSL. receivgExpirezac, sid’z‘AC)F)z(AC Preconditionactive= T, Effect:active:= L

— Other tasks:

This adversary makes other arbitary tasks.

Fig. 6. Code fot Adversary for Direction Indeterminable Channel, Agv

er) € Rif and only if for everys € supplst(ez) andu € supplst(e;), all of the state cor-
respondences in the Table 1 hold. We then preve a simulation relation in Lemma
1.

Lemma 1. The relation R defined above is a simulation relation fieeal,c||[Env to
Idealpc ||[Env. For each step dRealpc [|[Env, the step in the establish, data sending and
expire session correspond with at most two stepdesly ¢ [|[Env. This means that there
is a mapping corrtasks under the relation R such that, for epeiy, |corrtaskgpo, T)| <

2, wherep is a local schedule.



Code for ideal Initiator of Direction-Indeterminable Chanrettpc, wheresidprc = ({Init, Red, sidj; ).

State: smesrmese {0, 1}* U {1}, initially L, ntaske ({0, 1}*) U {.L}, initially L, activee {L, T}, initially L
Transitions:

— Establish Session:

ESSl.in(Establishpc, sidpic); Preconditionactive ntask= 1, Effect:ntask:= ESS2
ESS2.sendEstablishpc, SidDIC)ch Preconditionntask= ESS2, Hect:active:= T andntask:= L
— Data Sending Session:

DSS1.in(Send, sidpzc, M)
DSS2

DSS2.sendSend, sidDIc,m),:ch Preconditionm := smesandntask= DSS2, Hect: smesandntask:i= L

DSS3.receivéSend, SidDIc,m)ch Preconditionactive = T, rmesandntask= 1, Effect:rmes:= mand
ntask:= DSS4

DSS4.0ut(Receive, sidpic, M)z Preconditionm := rmesandntask= DSS4, Btect:rmesandntask:= L
— Expire Session:

EXS1.in(Expirepic, sidprc)i Preconditionactive= T andntask= L, Effectntask:= EXS2

EXS2. sendExpirepic, sidpic)rpc  Preconditionntask= EXS2, Bfect:activeandntask:= L

i Preconditionactive= T, smesandntask= L, Effect: smes= mandntask:=

Fig. 7. Code for Initiator of Direction-Indeterminable Channeipc

Code for ideal Receiver of Direction-Indeterminable ChanRelpic, wheresidpc = ({Init, Red, sidj;,).

State: smesrmese {0, 1}* U {1}, initially L, ntaske ({0, 1}*) U {L}, initially L, activee {L, T}, initially L
Transitions:

— Establish Session:

ESSl.in(Establishprc, sidpic)ge: Preconditionactiveandntask= L, Effect:ntask:= ESS2
ESS2.sendEstablishpc, SidDIC)ch Preconditionntask= ESS2, Hect:active:= T andntask:= L
— Data Sending Session:

DSS1.in(Send, sidpzc, M)
DSS2

DSS2.sendSend, sidDIc,m)lec Preconditionm := smesandntask= DSS2, Hect: smesandntask:= L

DSS3.receivgSend, sidprc, Mry .  Preconditionrmesandntask = L, Effect: rmes:= m andntask :=
DSS4

DSS4.0ut(Receive, sidprc, Mg Preconditionm := rmesandntask= DSS4, Bfect:rmes ntask= L

— Expire Session:

EXS1.in(Expirepic, sidpic)gee Preconditionactive= T, smesrmesandntask= L, Effectntask:= EXS2
EXS2.sendExpireprc, sidmc),:mc Preconditionntask= EXS2, Hfect:activeandntask:= L

rec Preconditioractive= T, smesandntask= 1, Effect: smes= mandntask:=

Fig. 8. Code for ideal Receiver of Direction-Indeterminable ChanRelg,c

Proof. (sketch)

We prove thaR is a simulation relation fronRealpc ||[Env to Idealp ¢ ||Env using
the mapping corrtasksR;eabIC”EnV X Rreapc|Env = erealmcllEnV’ which is defined as
follows (we write hereaftel = T’ alternating to write corrtasks(T) = T’.):

For any p,T) € (R;eabchEnV X RreabcEnv), the following task correspondences
hold.

1. Establish Session
(@) Inityic.sendEstablishyyc, sid’z‘Ac)F;z(AC =corr. INitpic.sendEstablishprc, Sidprc)ryc
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Code for Simulator for Direction Indeterminable Channel, §ignwheresidpc = ({Init, Reg, sidy;.).
State: activee {L, T}, initially L, smese {0, 1}* U {1}, initially L, ntaske ({0, 1}*) U {_L}, initially L
Other arbitrary variables; call "new” variables.

Transitions:

— Establish Session:

ESS1.receivéSID, sidpic)ry . Preconditionactiveandntask= L, Effectactive:= T This task generates
the parties Init and Rec in tHeealpc system to simulate the real world. To make establish session in

the simulation world, inputd(Establishpzc, sidpc)init andin(Establishprc, sidprc)rec to Init and
Rec, respectively. Finally, the parties establish the two 2ACs in the simulation world.

— Data Sending Session:
DSS1receivégSend, sidprc, Mry . Preconditionactive = T, ntask= L, Effect: smes:= m andntask:=
DSS2

DSS2.simulatior(Send, sidpic, me9 Preconditionmes:= smesandntask= DSS2, Hfect: This task inputs
in(Send, sidpzc, Minit to Init in the simulation world. During the simulation, if the adversary in this sim-

ulation wants to output message to the environment, this simulator outputs the message after receiv|ng

from the adversary. After simulating the real world, the simulator rec@w{8eceive, sidpzc, I)Rec
from the receiver Rec and settask:= DSS3

DSS3.sendResponse, sidprc, 0Kr,, . Preconditionntask= DSS3, Hfect:ntask:= L
— Expire Session:

EXSL. receivéExpirepic, sidpic)ry . Preconditionactive= T, Effect:active:= L

— Other tasks:

This simulator makes arbitary tasks to simulate the real world protocol sy8éaty c . The tasks can be the
input and output tasks with the internal tasks copied fiReal,c . Espectialy, this simulator can output the
message from the adversary in the simiulating world to the environment.

Fig. 9. Code fot Simulator for Direction Indeterminable Channel, §gm

(b) Regic.sendEstablishy,c, sid’z‘Ac)F)z(AC =cor. ReGic.sendEstablishyc, sidprc)ryc
(€) B ac-5endSID, sidyac)adv =corr Foic.S€NdSID, sidprc)adv
2. Data Sending Session
(@) Inity;c.sendSend, sid’z‘Ac,m)F)z(AC =cor. INitpic.sendSend, sidprc, Mep,c
(b) Regc.sendSend, sid},, m)pz(AC =cor. ReGic.sendSend, sidprc, My,
(c) Fiac-sendSend, sidyac, MeSaay
=cor. Foic-sendSend, sidpic, Magy - SimMpc.Simulatior(Send, sidprc, mey
(d) F,.sendReceive, sidysc, MeSRrec =cor. Foic-SeNdSend, sidpic, medy
(e) Inity;c.out(Receive, sidprc, Minit =con. INitpic.OUt(Receive, sidpic, Mz
(f) Regyc.out(Receive, sidpic, )rec =com. R€Gic.OUl(Receive, sidprc, MEIge
(g) Advpc.sendResponse, sid’z‘Ac,ok)F;Z(AC =corr. SiMpic.SendResponse, sidpic, OK)rp e
3. Expire Session
(@) Initmc.senc(ExpireZAC,sid’z‘Ac)F;z(AC =cor. INitpic.SeNdExpirep;c, sidprc)ryc
(b) Regc.sendExpire;sc, sid’z‘Ac)F;z(AC =cor. ReGic.sendExpireprc, sidprc)ry,c
(c) Bac-sendExpireyc, sidzac)ady =cor Foic.SeNdExpirepc, sidpic)ad
4. All tasks of environmenEnv in Reab,c are correspondent with the tasks of environment in
Idea|D|c.

The simulation of Sirpic is perfectly done for establish session, data sending ses-
sion and expire session with respect to the no corruption, static corruption and adaptive
corruption by adversary.
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Functionality Receiver
(a) u.Fpc.estcongy; = sF’ZﬁAc.estconq;lmi (k) u.Reg,c.smes = sRegc.smes
(b) u.Fpic.estcongec = S.Fy,c.estconde; (1) U.Regc.rmes = sRegc.rmes
() u.Fpc.okcondg, = s.Fh,c.0kcondg, (M) u.Reg,c.active = sRegc.active
(d) u.Fpc.active = sF,c.active (n) u.Reg,c.ntask = sRegc.ntask

(e) u.Fpic.mes = sFy,c.mes
(f) u.Fpc.ntask S.Fc-ntask

Initiator Adversary andEnv
(9) wlnitpic.smes = slnitpic.smes  (0) u.Simp,c = sAdvpic
(h) ulnitpc.rmes = s.nitp,c.rmes (P) u.Simpic.Fac-* = sPc*
(i) ulnitpc.active = slnitpc.active  (q) u.Simpic.Initpic.x = s.nitpc.*

() ulnitpc.ntask = s.Initpc.ntask () u.Simp;c.Regpc.x = sRegc.*
(S) U.SirTb|c.AdVD|c.* = S.AdVD|C.*
(t) u.Env = sEnv

Note thatntask € {ESS1ESS2DSS1DSS2DSS3DSS4EXSLEXS2, i € {1,2}
andX € {I,R}.
Table 1. State correspondence : Reduction of DIC to 2AC

1. No corruption

First, in the establish session, environment Env sends the establish session mes-
sagein(Establishpc, sidprc); andin(Establishpic, sidpic)gg tO the initiator
Initp;c and the receiveReg,c, respectively. They send the establish session mes-
sagessendEstablishprc, sidprc)ry,c 10 Foic. They sendsendSID, sidprc)ady tO

the Sinp,c. After Simpc receives the message, $ig generates the parties Init
and Rec in his simulation world to make the real world situation which Init and
Rec exchange messages by usipgcFSimpc then make establish session in the
simulation world. That is, he inputs two message$Establishprc, sidprc)init
andin(Establishpzc, sidprc)res tO Init and Rec, respectively. Finally, the parties
establish two 2ACs in the simulation world.

Next, in the data sending session, Env sends the mes¥agad, sidpzc, M) (or
in(Send, sidprc, M)gg) tO Initpic (Or Regyc). Initpic sendssendSend, sidprc, M)k,

to Foic. Foic then sendsendSend, sidprc, Magy t0 Simpic. After receiving the
message, Sigic executessimulatior(Send, sidpc, med to mimic the data send-
ing session of the real world. That is, he inputs the messdg§end, sidprc, M)init
(orin(Send, sidpic, MRred to Init and Rec in the simulation world.

Finally, in the expire session, Env sends the messa@espirepc, sidprc)jmz and
iNn(Expireprc, sidpic)ge t0 INitpic andRegc, respectively. They relay the mes-
sagesendExpireprc, sidprc)r,. 10 Foic. After receivingsendExpireprc, sidprc)adv
from Fpic, Simpc expires the session in the simulation world. That is, he inputs
the messgam(Expireprc, sidpic)init @andin(Expirepic, sidprc)recto Initand Rec

in the simulation world.

2. Static corruption
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In this case, the advesary corrupt some parties before the protocol starts. This case
also is simulated by the simulator, but the direction of message sending does not
conceal to the advesary.

3. Adaptive corruption
In this case, the advesary corrupt some parties when he want to do so. This case
also is simulated by the simulator, but the direction of message sending does not
conceal to the advesary after he corrupts some parties.

As a result, the simulation is perfectly done becausep@iroan simulate the real
world from the information message throughd= The tasks of the real world perfectly
correspond with the the tasks of ideal world. That is,

Reabc||[Env Hyb. sg”D'C Idealpc||[Env.

The task sequence of the syst&uaab,c||Env are perfectively corresponded with
the task sequence of the systéuealpc ||Env under the schedulsl,, .. Formally, to
prove thaRis simulation relation fronReal,c ||[Env to Idealpc ||Env, we need to show
R satisfies start condition and step condition for each corresponding tasks, but we omit
to mention it due to the paper limitation. See full paper that will be available soon.

4.2 Reduction of 2AC to DIC

Let moac be a protocol of two-anonymous channel. We assumelhgg., the master
schedule ofroac, is any schedule. Let Initc and Regac be the initiator's code and
receiver’s code for a real system, respectively. Inét,oc and Regac be the initia-

tor's code and receiver’s code for an ideal system, respectively. Finally, lehAdwnd
Simpac be the adversary’s code and the simulator’s code, respectivelRdadiac and
Ideal,ac be a two-anonymous channel protocol system and a two-anonymous channel
functionality system, respectively, defined as follows:

Reabac = |ni_tzAC”ReQAC”AqVZAd|FDIC:
Idealpac := InitoacllReGaclISimpacllFaac.

Taskslnitoac andRecac relay the input messages from the environment to the ideal
functionality task and relay the messages received from the ideal functionality task to
the environment as interface parties in the ideal system. Several codes for each tasks are
omitted in this paper, see full paper version.

Theorem 2. Two-anonymous channel protocol syst®mabac perfectly hybrid im-
plements two-anonymous channel functionality systial,ac with respect to adap-

tive adversary under any master schedule. (An anonymous channel is reducible to a
direction-indeterminable channel with respect to adaptive adversary under any master
schedule.)

The proof of theorem 2 is described like theorem 1. We omit the proof in this paper,
see the full paper version.
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5 Equivalence Between DIC and SC

In this section, we prove that the direction indeterminable channel (DIC) is equivalent to
secure channel (SC) under a specific type of some schedules. That is, the task-PIOA of
DIC perfectly implements task-PIOA of SC under an asynchronous schedule. To prove
this, we show two reductions of SC to DIC and one of DIC to SC. Here, we consider
the one bit message exchange, thais= 1. Informally, the reduction of SC to DIC

is proven as follows: To make the channel between Init and Rec secure, the parties
exchange a random bit (as a secret shared key) by DIC. The encrypted message by the
shared key is exchanged using a public channel. The communication is done not by a
DIC channel but by a public channel. When the next message sending is occured, party
restart from key exchange. Here, the key exchange is done under the master schedule.
After the key exchange, the cipher text generated by the secret key is sent. The other
reduction of DIC to SC is proven as follows: the parties Init and Rec exchange two
messages by SC. The one is the messagéich the sender wants to send. The other
message is a dummy message to conceal the message direction. That is, sender Init
sends message and the receiver sends dummy messageder a specific type of
schedules byv. We make a random messagjey Fsgc. Note that, the adversary cannot
know the direction of message because the messages are exchanged under a specific
type of schedules. In this section, we need to consider the schedules (key exchange
schedule and message exchange schedule) to avoid some infromation to adversary. In
the UC framework, all schedule is under control of adversary. So, we use task PIOA
framework.

5.1 Reduction of SC to DIC

Let n be the number of parties. L& psyndt], - - - . t}) and Mrasyndt;, - - - , t;) be master
schedules, respectively, whefds a task in partyP;.

Definition 10. [Mpsyndt;, -+ .t;)]  Let t be a task in party P Let ptaskt’) be the
task just before’tin the local schedulep;. For example, lep; = tj1, tip, ti3 for party R.
Then ptasi;s) is the taskb.

— 1. Alignment property: After the master scheduler M activates ((tgskM does
not activate Puntil all of ptaskt;), - - - , ptaskt;) are scheduled. This situation say
that M satisfies the alinment property for the specified tasks.t, t;,.

— 2. Random executing property: The master scheduler, M, grobally executes the
specified tasks; {.. ., t; in arandom order. Note that the other tasks are not sched-
uled until all of the specified taskg, . ., t;, finish executing.

Mpsyndt], - -+, 1) is defined to be a master schedule such that a master schitiuler
satisfies the avobe mentioned two properties for the specifiedttasks t;,.

Definition 11. [Mrasyndt;,--- .1, K)]  Let k be a integer. Lef the a task specified by
pi for party B. Let g be the number of timeg s scheduled by M. M schedules the task
acctivations of?, - - - , t; so that|c; — ¢;| < k for all i, j in a random order.
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We need to consider like chernov bound property if we treat this master schedule to
use the message exchange or key exchange among party.

Letrsc be a protocol of secure channel. Mg, . be MpsyndsendSend, sidpic, S)rpc,
sendSend, sidpzc, t)r,.)- Let Initsc and Regc be the initiator's code and receiver’s
code for a real system, respectively. Ileitp,c andReg,c be the initiator's code and
receiver’s code for an ideal system, respectively. Finally, let Ad®imsc and k¢
be the adversary’s code, the simulator’s code and the random bit generator’s code, re-
spectively. LetRealsc andldealsc be a secure channel protocol system and a secure
channel functionality system, respectively, defined as follows:

Realsc = |nitsc]lReGscllAst_cllFSRcllch,
|dea|sc = |n|tgc||RE(‘sc||Slrnsc||Fsc.

Taskslnitsc andRegc relay the input messages from the environment to the ideal
functionality task and relay the receive messages from the ideal functionality task to
the environment, respectively, as interface parties in the ideal system. Several codes for
each tasks are omitted in this paper, see full paper version.

Theorem 3. Secure channel protocol systdRealsc perfectly hybrid implements se-
cure channel functionality systeldealsc with respect to adaptive adversary under a
master schedule pyndsendSend, sidpic, S)ry,c, SENASend, sidprc, t)r,c). (A SECUre
channel is reducible to a direction-indeterminable channel with respect to adaptive ad-
versary under a master schedulgdhdsendSend, sidpicS)r,,., SendSend, sidprc,

t)FDIC)')

The proof of theorem 3 is described like theorem 1. We omit the proof in this paper,
see the full paper version. The master schedule cavi/hgncinstead 0fMpsyne

5.2 Reduction of DIC to SC

Letrp,, . be a protocol of direction-indeterminable channel. MgkyndsendSend,
sidsc, M., S€NdSend, sidsc, M) be the master schedule faff, .

Let Inity,c and Reg,c be the initiator's code and receiver’'s code for a real sys-
tem, respectively. Lemit;, . and Regq, . be the initiator's code and receiver's code
for an ideal system, respectively. Finally, let Aglv and Sin}, be the adversary’s
code and the simulator’'s code, respectively. Real andldeal’DIC be a direction-
indeterminable channel protocol system and a direction-indeterminable channel func-

tionality system defined, respectively, as follows:

Real = InithcIRegclIAdVpclIFsscllFsc

Ideal’DIC = Init}, . [IReq, . [ISimy clIFpic.

Taskslnit, . andReg, . relay the input messages from the environment to the ideal
functionality task and relay the receive messages from the ideal functionality task to
the environment, respectively, as interface parties in the ideal system. Several codes for
each tasks are omitted in this paper, see full paper version.
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Theorem 4. Direction-indeterminable channel protocol systé&taa(DI c perfectly hy-
brid implements direction-indeterminable channel functionality sySthmI'Dl with
respect to adaptive adversary under a master schedylg¥sendSend, sidsc, M)r,.,
sendSend, sidsc, M)r,.). (A direction-indeterminable channel is reducible to a secure
channel with respect to adaptive adversary under a master schedyjgfdendSend,
sidsc, Mege, SendSend, sidsc, M)gy.).)

The proof of theorem 4 is described like theorem 1. We omit the proof in this paper,
see the full paper version.

6 Conclusion

This paper studied the relationship of the three cryptographic channels, secure channels
(SC), two-anonymous channels (2AC) and direction-indeterminable channels (DIC),
by considering communication schedules and composable security. For this purpose,
we adopted the universally composable (UC) framework with the task-probabilistic in-
putoutput automata (PIOA) model. We showed that the three channels are reducible to
each other under some types of schedules in the UC framework with the PIOA model.
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